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Abstract—In this paper, we consider a time slotted cognitive radio network where multiple secondary users (SUs) contend to access wireless channels. We propose and analyze a channel access policy where each secondary user stochastically determines whether to access a wireless channel (or not) based on a given access probability. In our analysis we consider two extreme cases - where all SUs a) possess full information and b) have no information regarding idle channels. We propose to obtain the access probabilities that minimize the steady-state queue length tail probabilities in the two extreme cases based on Effective Bandwidth Theory. Our analysis provides an insight on how to design optimal channel access policies in the two extreme cases. We also show how the optimal channel access policies of two extreme cases are related with each other. Some numerical examples are provided to validate our analysis and investigate the performance behaviors of the optimal channel access policies.
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I. INTRODUCTION

Since radio spectrum is a scarce resource in wireless networks, spectral efficiency is one of the important performance metrics for wireless communications. Recent actual measurements have shown that most of the allocated spectrum is under-utilized [1], [2], [3]. On the other hand, the demands for radio spectrum to support new wireless services have been increasing. To improve inefficient use of allocated spectrum, the concept of cognitive radio has been introduced. Such networks consist of two types of users - licensed and unlicensed. The former have absolute priority to occupy the assigned radio spectrum, while unlicensed users are potentially allowed to use the spectrum when it is not ‘occupied’ by the licensed users. We adopt the conventional terminology within cognitive radio community: licensed users are the primary users (PUs) and unlicensed users are the secondary users (SUs).

In this paper, we consider a time slotted wireless network with total of \( N \) channels. To discover the channels unoccupied by PUs (the ‘idle’ channels), SUs must first sense channel state (either individually or collectively) at the beginning of each slot. After obtaining such channel state information, each SU then selects (one or more) idle channels for communications according to a pre-determined channel access policy. Hence, a suitable choice of channel sensing and access policies is fundamental to improving spectral efficiency and network performance.

The rapidly growing literature on cognitive networks already contains several works on channel sensing and channel access (MAC) policies that directly impact the performance of such networks. A brief summary of relevant works is provided in section II. At this time, there have been relatively few attempts at true cross-layer formulations that connect MAC layer performance to physical layer sensing [4], [5]. In this work, we focus on developing queuing models for dynamic cognitive MAC protocols - an area where the prior art is relatively sparse. Since loss (due to buffer overflows) is an important QoS metric for multimedia flows, we use buffer overflow (loss) probability as the driving optimality criterion. While the present formulation is not cross-layer, such models are a necessary first step towards future work that incorporates the impact of (imperfect) channel sensing.

We consider a time slotted network with \( N \) wireless channels and \( M \) SUs. We focus on a channel access policy for SUs that we analyze under two extreme cases - a) where all SUs have full channel state information (i.e., which channels are idle and which are busy) and b) where all SUs do not have any information on idle channels. SUs may obtain reliable channel state information via a suitable channel sensing policy such as the negotiation-based sensing in [4]* or a centralized database as mandated by the FCC is provided to SUs. In our work, each SU determines whether to access an idle channel at each slot based on the common access probability (AP). If two or more SUs randomly select the same idle channel, it leads to a collision. Clearly, a policy that adapts the AP to the knowledge of the idle channels so as to mitigate collisions, is desirable. On the other hand, when SUs do not have any information on idle channels, a fixed AP is used irrespective of the number of idle channels. For both scenarios, it is desirable to obtain the optimal values of APs to optimize queueing performance.

In this paper, we use the tail probability of the queue length at any SU as our performance metric, adopting the fact that it is widely used to estimate the packet overflow probability and delay. The tail probability has been estimated using effective bandwidth theory initially for wireline packet networks [6]. Recently, effective bandwidth theory has been used to analyze MAC queueing performance of wireless networks e.g. [7], [8], [9]. In our analysis we derive the effective bandwidth function (EBF) of the packet service process for a given choice of APs. We subsequently analyze the characteristics of the

*In [4] they assume \( M \geq N \), but even when \( M < N \), SUs may obtain full information on idle channels by slightly modifying the negotiation-based sensing policy.
EBF obtained and derive the optimal values of APs in the two extreme cases listed above. Our analysis provides explicit expressions for the optimal AP values in the channel access schemes and shows a direct relation between the optimal AP values and network performance. We also show how the optimal channel access policies of two extreme cases are related with each other.

The organization of this paper is as follows. In Section II we provide a brief summary on related works. In Section III we consider a cognitive radio network with homogeneous wireless channels and provide our mathematical model for the cognitive radio network. We also explain our channel access policy in detail in Section IV. In Section VI we extend the homogeneous channel model to the heterogeneous channel model and analyze how to obtain the optimal APs for the heterogeneous channel model. In Section VII we provide some numerical examples to validate our analysis and to investigate the queueing performance. In Section VIII we give our conclusions.

II. LITERATURE REVIEW

Estimating channel state information in cognitive radio networks is fundamentally related to (physical layer) sensing modality employed. The key questions are related to a) the sensing duration per channel (that impacts the accuracy of determining channel state - busy or idle) and b) the order of sensing of the channels (that impacts the mean duration to identifying a busy channel) [10], [11]. Hence, optimizing of channel sensing has been dealt with in several works, notably [12], [13], [14]. In [15] they propose an optimal stopping rule for channel sensing by considering hardware constraints. [10] jointly investigates channel sensing duration and search order optimization problems. In [5] a myopic sensing policy based on a partially observable Markov decision process (POMDP) framework is proposed. [4] suggests a new MAC protocol with two phases - reporting (wherein all SUs sense the channel state jointly investigates channel sensing duration and search order optimization problems. In [5] a myopic sensing policy based on a partially observable Markov decision process (POMDP) framework is proposed. [4] suggests a new MAC protocol with two phases - reporting (wherein all SUs sense the channel state cooperatively) followed by negotiation-based channel access.

Channel access protocols for cognitive networks are classified into three categories in the survey by [11]- random access, time slotted and hybrid. Among the many channel access policies proposed include Dynamic open spectrum sharing (DOSS) MAC [16], Hardware constraint MAC (HC-MaC) [15], Cognitive MAC (C-MAC) [17], POMDP based MAC [18]. Reporting and Negotiation based MAC [4]. Unfortunately, few of these works focus on queueing performance analysis for a cognitive (SU) user. An $M/G/1$ queueing model is proposed to analyze the multiplexing gain and delay performance of a cognitive radio network in [19]. In [20], analytical models are developed for two dynamic spectrum access protocols, to investigate their latency performances. In [4], an $M/G^Y/1$ queueing system is used to analyze their negotiation-based MAC protocol. In [21] a queueing analytic framework is developed to study the MAC performance with opportunistic spectrum scheduling. The queueing performance of the myopic sensing policy [5] is analyzed by using a large deviation approach in [22]. In [23] the queueing delay of a cognitive radio network is analyzed where each SU that identifies an idle channel contends for it with a fixed probability. The cognitive radio network considered in [23] is identical to one of our cases where SUs do not have any channel information. They obtained the optimal contention probability that minimizes the mean queue lengths.

III. MATHEMATICAL MODELING

A. Wireless Channel Occupancy Model

We consider a slotted, cognitive radio network with $N$ wireless channels, where time is indexed by $t (t = 0, 1, 2, \cdots)$. For each channel, the channel occupancy by primary users (PUs) is modeled by a two state Markov chain with state space $\{0, 1\}$, where $0(1)$ denotes a channel that is occupied (free). We assume that state transitions occur at slot boundaries and the transition probability matrix of the Markov chain is given by

$$Q := \begin{pmatrix} 1-p & p \\ q & 1-q \end{pmatrix}$$

where $p$ is the transition probability from state 0 to state 1 and $q$ is the transition probability from state 1 to state 0. Let $\pi = (\pi_0, \pi_1)$ be the stationary probability vector of the matrix $Q$, i.e., $\pi Q = \pi$. $\pi_0 + \pi_1 = 1$. It is then easy to show that

$$\pi_0 = \frac{q}{p+q}, \quad \pi_1 = \frac{p}{p+q}.$$  \hspace{1cm} (1)

Let $N(t)$ be the number of idle wireless channels at time $t$. It follows that $N(t)$ is a Discrete Time Markov Chain (DTMC) with state space $\{0, 1, \cdots, N\}$. The transition probability matrix of $N(t)$ is denoted by $R = (R_{kl})$ where $R_{kl}$ denotes the $(k, l)$-th element of the matrix $R$ and is given by

$$R_{kl} = \sum_{i = \max(0, k+l-N)}^{\min(k, l)} \binom{k}{i} (1-q)^i q^{k-i} \times \binom{N-k}{l-i} p^{l-i}(1-p)^{N-k-l+i}.$$  \hspace{1cm} (2)

B. Wireless Channel Access Policy

There are $M \geq 2$ secondary users (SUs) in the network. 

Case 1: SUs have perfect knowledge of the state of all $N$ channels at each slot, i.e. the specific idle (occupied) channels are known to all SUs.

An SU stochastically determines whether to access a channel at each slot by using the access probability (AP), independently of all other SUs. For $N(t) = k$, each SU accesses an idle channel with probability $a_k$ and does not access an idle channel with probability $1-a_k$. The set of SUs that decides to access channels is termed the ‘active’ set. Each active SU then randomly (i.e., uniformly) selects one among the known set of idle channels and transmits one packet during a slot. Whenever two or more active SUs select the same idle channel, their transmissions result in a collision and are assumed lost. All collided packets are prioritized for retransmission by SUs in the next available slots. Only when an idle channel is selected
by only one active SU is the transmission successful, i.e., we implicitly assume that there is no other sources of loss (such as link loss). Clearly, the values of APs \( \{a_1, a_2, \ldots, a_N\} \) significantly affects the queueing performances of SUs. When the number of idle channels \((N(t))\) is small (large), fewer (greater) active SUs is desirable. So the APs \( \{a_1, a_2, \ldots, a_N\} \) need to be optimized for the optimal queueing performances of SUs.

**Case 2:** SUs have no channel state information.

Here, all SUs cannot adapt the AP according to the number of idle channels. Instead, they use a common value for the AP, say \( a \), to determine whether they are active or not at each slot, independently of all other SUs. Then, when an SU becomes active, it randomly selects one of the \( N \) channels. The active SU then checks at the beginning of the slot whether the selected channel is busy at the slot, i.e., a PU occupies the selected channel. If the selected channel is busy, then the active SU does not transmit its packet at the slot to avoid interfering with the PU’s transmission. Otherwise, the active SU transmits its packet through the selected channel. Obviously, there is the possibility of packet collisions when two or more active SUs select the same idle channel. So, as in the previous case, the AP \( a \) need to be optimized. The benefit of this policy is that each active SU senses only one (randomly chosen) channel at each slot and does not need any information about the other channels, reducing the sensing overhead.

The objective of this work is to determine the optimal values of APs \( \{a_1, a_2, \ldots, a_N\} \) or \( a \) that optimize the queueing performance of each SU. Adopting the fact that the tail probability of the queue length is widely used to estimate the packet overflow probability and delay [9], we use it as the performance metric in this paper. To obtain the optimal values of APs, we use the effective bandwidth theory which is briefly explained in the next section.

### IV. Queueing Performance and Effective Bandwidth Theory

#### A. Queueing Model and Effective Bandwidth Theory

We assume that each SU has a buffer to accommodate its packets at the MAC layer. We select an arbitrary SU as the reference and consider the packet service process of the tagged SU at the MAC layer. Let \( c_{N(t)}(t) \) be the packet service process related with the service capacity for the tagged SU. That is, assuming that the tagged SU has a packet to transmit and \( N(t) = k \) at slot \( t \), \( c_k(t) \) is then defined as follows: \( c_k(t) = 1 \) if the transmission by the tagged SU is successful at slot \( t \), and 0 otherwise.

Let \( L(t) \) \((t = 0, 1, \ldots)\) denote the queue length (i.e., the number of packets in the queue) of the tagged SU at slot \( t \), and \( a(t) \) \((t = 0, 1, \ldots)\) the number of new packets arriving at the tagged SU at slot \( t \). Since \( c_{N(t)}(t) \) is the packet service process related with the service capacity of the tagged SU, the queueing process \( \{L(t)\} \) evolves according to the following recursion [6], [24]:

\[
L(0) = 0, \quad L(t + 1) = \max\{0, L(t) + a(t) - c_{N(t)}(t)\}, \quad t \geq 0.
\]

To analyze the queueing process \( \{L(t)\} \), we use effective bandwidth theory which has been widely used for the MAC performance analysis in wireless networks, e.g., [7], [8], [9]. In effective bandwidth theory, we need to compute two effective bandwidth functions (EBFs): one for the packet service process \( c_{N(t)}(t) \) and the other for the packet arrival process \( a(t) \). The EBF for the packet service process is sometimes called the effective capacity, e.g., [7].

We start with deriving the EBF for the packet service process for the tagged SU. Let \( C(t) \) \((t = 0, 1, \ldots)\) denote the cumulative service process during the interval \([0, t)\), i.e., \( C(t) = \sum_{s=0}^{t-1} c_{N(s)}(s) \). The Gärtner-Ellis limit \( \Lambda_C(\theta) \) of the cumulative service process \( C(t) \) is defined by \( \Lambda_C(\theta) := \lim_{t \to \infty} \frac{1}{t} \log \mathbb{E}[\exp(\theta C(t))] \). Then the EBF of the packet service process is defined by [6], [7]

\[
\xi_C(\theta) := -\frac{\Lambda_C(-\theta)}{\theta}.
\]

The EBF of the packet service process, \( \xi_C(\theta) \) captures the stochastic properties of the packet service process \( c_{N(t)}(t) \). For instance, when \( \theta \to 0 \), it converges to the average service rate. In contrast, when \( \theta \to \infty \), it converges to the minimum service rate [6], [9]. A typical plot of the EBF of the packet service process is shown in Fig. 1. In the figure, two decreasing functions of \( \theta \), denoted by \( \xi_C(\theta) \), are the EBFs of the packet service processes. Fig. 1 will be used to explain how the optimal values of APs are obtained in Section IV-B.

We next derive the EBF of the packet arrival process at the tagged SU. Let \( A(t) \) \((t = 0, 1, \ldots)\) denote the cumulative arrival process during the interval \([0, t)\), i.e., \( A(t) = \sum_{n=0}^{t-1} a(n) \). We define the EBF of the arrival process, \( \xi_A(\theta) \), by [6], [7]

\[
\xi_A(\theta) := \frac{\Lambda_A(\theta)}{\theta},
\]

where

\[
\Lambda_A(\theta) = \lim_{t \to \infty} \frac{1}{t} \log \mathbb{E}[\exp(\theta A(t))].
\]
Similar to $\xi_C(\theta)$, the EBF of the packet arrival process captures the stochastic properties of the packet arrival process. For instance, when $\theta \to 0$, it converges to the average arrival rate; for $\theta \to \infty$, it converges to the peak arrival rate. A typical plot of the EBF of the packet arrival process is also shown in Fig. 1. That is, the increasing function of $\theta$, denoted by $\xi_A(\theta)$, is the EBF of the packet arrival process. For more details on the properties of the EBFs, interested readers may refer to [6], [9].

With the two EBFs $\xi_C(\theta)$ and $\xi_A(\theta)$, we determine the queueing performance of the tagged SU as follows. Let $L(\infty)$ denote the queue length from (2) in the steady state. It is known that for stable queues, the tail probability $P(L(\infty) > x)$ in the steady state is approximately given by [6], [7], [25]

$$P(L(\infty) > x) \approx P(L(\infty) > 0) \exp(-\theta^* x),$$

where $\theta^*$ is the unique real solution to the equation

$$\xi_A(\theta) = \xi_C(\theta)$$

(4)

In addition, we have

$$P(L(\infty) > 0) = \frac{\xi_A(0)}{\xi_C(0)}.$$  

(5)

It has been known that the approximation (3) provides a good prediction of the buffer overflow probability for a wide range of queueing systems [9]. In this paper, the optimization in queueing performance means the minimization of $P(L(\infty) > x)$, or equivalently, the maximization of $\xi_C(0)$ and $\theta^*$ due to (4) and (5).

For later use, we provide an explicit expression for the EBF of the packet arrival process, $\xi_A(\theta)$. For simplicity, we assume that the packet arrival process at the tagged SU is according to a Poisson process with arrival rate $\lambda$ (packets/slot). In this case, the EBF of the packet arrival process is given by [6]

$$\xi_A(\theta) = \frac{\lambda(e^\theta - 1)}{\theta}.$$  

(6)

B. The Optimization Problem in Queueing Performance

To explain how we obtain the optimal values of APs that maximize $\xi_C(0)$ and $\theta^*$, we consider two service policies in a wireless network and assume that their corresponding EBFs are given as in Fig. 1 (shown with solid and dashed line, respectively). Obviously from (3), (4), (5), and Fig. 1, the EBF with solid line results in larger values of $\xi_C(0)$ and $\theta^*$ than the EBF with dashed line. This implies that the service policy corresponding to the EBF with solid line outperforms the service policy corresponding to the EBF with dashed line. Based on this observation, if we can design a service policy that results in the largest EBF for all $\theta(\geq 0)$, then the resulting $\xi_C(0)$ and $\theta^*$ are the optimum values.

Recall that our objective is to determine the optimal APs \{a_1^*, a_2^*, \ldots, a_N^*\} and $a^*$ that maximize $\xi_C(0)$ and $\theta^*$ for the two cases. Hence, from the discussion above, we see that this is equivalent to finding the AP values \{a_1^*, a_2^*, \ldots, a_N^*\} and $a^*$ that maximize the EBF of the packet service process. Hence, our next step is to explicitly obtain $\xi_C(\theta)$ for our channel access policy, as is derived in the next section.

V. ANALYSIS FOR THE OPTIMAL DESIGN

In this section, we analyze the characteristics of the EBF of the packet service process and show how to obtain the optimal values of APs. To this end, we assume that all untagged SUs have packets to transmit, and participate in the channel access process to determine whether they are active or not based on the AP.

To obtain the EBF of the packet service process, we first note that when the packet service process \{c_N(t)\} is a Markov modulated process, with the help of the matrix theory, we can obtain a more explicit expression for $\xi_C(\theta)$ as follows. Let $\phi(\theta)$ be the diagonal matrix with diagonal elements \{\phi_0(\theta), \phi_1(\theta), \ldots, \phi_N(\theta)\} where $\phi_k(\theta)$ are defined by

$$\phi_k(\theta) := E[e^{e^{-\theta}C_N(t)}|N(t) = k], \quad 0 \leq k \leq N.$$  

(6)

Then, it can be shown that the EBF of the packet service process, $\xi_C(\theta)$, is given by

$$\xi_C(\theta) = -\frac{\log \delta_C(-\theta)}{\theta},$$  

(7)

where $\delta_C(\theta)$ is the Perron-Frobenius (PF) eigenvalue of the matrix

$$C(\theta) = \phi(\theta)R.$$  

(8)

For the proof, refer to [6], [24].

We next derive the diagonal elements $\phi_k(\theta)$ in (6) and show how to obtain the optimal values of APs for the two cases of interest.

A. Case 1: Full Channel State Information

We assume that all SUs have perfect information of channel state, i.e., know which channels are idle and which are busy. We derive an expression for $\phi_k(\theta)$ in (6), which we denote by $\phi_k^{full}(\theta)$ for this case.

When $k = 0$, it is obvious that $\phi_0^{full}(\theta) = 1$ because $c_N(t) = 0$ for $N(t) = 0$. For $1 \leq k \leq N$, $\phi_k^{full}(\theta)$ is given as follows:

$$\phi_k^{full}(\theta) := E[e^{e^{-\theta}C_N(t)}|N(t) = k]$$

$$= \sum_{i=0}^{M-1} \binom{M-1}{i} a_k(i - a_k)^{M-1-i} \left( \frac{k - 1}{k} \right)^i e^\theta$$

$$+ 1 - a_k \sum_{i=0}^{M-1} \binom{M-1}{i} a_k(i - a_k)^{M-1-i} \left( \frac{k - 1}{k} \right)^i$$

$$= a_k \left( a_k \frac{k - 1}{k} + 1 - a_k \right)^{M-1} e^\theta$$

$$+ 1 - a_k \left( a_k \frac{k - 1}{k} + 1 - a_k \right)^{M-1}$$

$$= 1 + a_k \left( 1 - a_k \frac{k - 1}{k} \right)^{M-1} (e^\theta - 1).$$  

(9)
In the RHS of the second equation, $a_k$ is the probability that the tagged SU becomes active, $\left(\frac{M-1}{M}\right)^{a_k^i(1-a_k)^{M-1}}$ is the probability that there are $i$ untagged active SUs, and $\left(\frac{k-1}{k}\right)^i$ is the probability that all untagged active SUs do not select the same idle channel as the tagged SU.

**Lemma 1:** For $1 \leq k \leq N$, $\phi_k^\text{full}(\theta)$ is minimized for each $\theta(>0)$ when $a_k = \min \left(\frac{k}{M}, 1\right)$.

**Proof:** For each $k$, define $f_k(x)$ as

$$f_k(x) := x \left(1 - x \frac{1}{k}\right)^{M-1}, 0 \leq x \leq 1, M \geq 2.$$ By differentiating $f_k(x)$, we get

$$f'_k(x) = \left(1 - x \frac{1}{k}\right)^{M-2} \left(1 - x \frac{M}{k}\right).$$

By verifying $f'_k(x) \geq 0$, we see that $f_k(x)$ strictly increases for $0 \leq x < \min \left(\frac{k}{M}, 1\right)$ and strictly decreases for $\min \left(\frac{k}{M}, 1\right) < x \leq 1$. Hence, $f_k(x)$ is maximized when $x = \min \left(\frac{k}{M}, 1\right)$. We next observe that

$$\phi_k^\text{full}(\theta) = 1 + f_k(a_k) \left[e^{-\theta - 1}\right], \theta > 0.$$ Since $e^{-\theta} - 1 < 0$ for $\theta > 0$, the maximization of $f_k(x)$ results in the minimization of $\phi_k^\text{full}(\theta)$. Accordingly $\phi_k^\text{full}(\theta)$ is minimized when $a_k = \min \left(\frac{k}{M}, 1\right)$ for each $\theta > 0$.

Recall that the EBF of the packet service process is related to the PF eigenvalue of the matrix $C^\text{full}(\theta) := \phi^\text{full}(\theta)R$, which will be used in our analysis with the help of the following result proved in [26].

**Proposition 1:** If $A$ is an irreducible matrix, and $A \geq \mathbf{B} \geq 0$, $A \neq \mathbf{B}$, then the PF eigenvalue of $A$ is larger than that of $\mathbf{B}$.

Since $R$ is irreducible by its definition and all elements $\phi_k(\theta)$ of the diagonal matrix $\phi^\text{full}(\theta)$ are positive for $\theta > 0$, $C^\text{full}(\theta)$ is also irreducible for $\theta > 0$. With the help of Proposition 1 we have our first main theorem.

**Theorem 1:** The optimal values of APs $\{a_1^*, a_2^*, \ldots, a_N^*\}$ satisfy

$$a_k^* = \min \left(\frac{k}{M}, 1\right), 1 \leq k \leq N.$$**Proof:** For the proof, we will omit the superscript $\text{full}$ for simplicity. For APs $\{a_1, a_2, \ldots, a_N\}$ and $N(t) = k$, the service capacity for the tagged SU is denoted by $c_k(t; a_k)$ (which corresponds to $c_k(t)$ in section IV). Let $\delta_C(\theta; a_1, a_2, \ldots, a_N)$ be the PF eigenvalue of $C(\theta) := \phi(\theta; a_1, a_2, \ldots, a_N)R$, where $\phi(\theta; a_1, a_2, \ldots, a_N)$ is a diagonal matrix whose $k$-th element is denoted by $\phi_k(\theta; a_k)$ and is defined by

$$\phi_k(\theta; a_k) := E[e^{\theta c_k(t; a_k)}]N(t) = k].$$

Then the EBF of the packet service process when we use $\{a_1, a_2, \ldots, a_N\}$ is given by

$$\xi_C(\theta; a_1, a_2, \ldots, a_N) = -\frac{\log \delta_C(-\theta; a_1, a_2, \ldots, a_N)}{\theta}$$

where $\delta_C(-\theta; a_1, a_2, \ldots, a_N)$ is the PF eigenvalue of the matrix $C(-\theta)$.

We next consider the EBF of the packet service process when we use $\{a_1^*, a_2, \ldots, a_N\}$, that is, the AP $a_1(\neq a_1^*)$ for $N(t) = 1$ is replaced by $a_1^*$. Then the resulting EBF is given by

$$\xi_C(\theta; a_1^*, a_2, \ldots, a_N) = -\frac{\log \delta_C(-\theta; a_1^*, a_2, \ldots, a_N)}{\theta}$$

In what follows we show $\xi_C(\theta; a_1^*, a_2, \ldots, a_N) > \xi_C(\theta; a_1, a_2, \ldots, a_N)$ for each $\theta > 0$. To this end, we first observe from Lemma 1 that

$$\phi_1(-\theta; a_1) > \phi_1(-\theta; a_1^*)$$

and the other elements $\phi_k(\theta; a_k), 0 \leq k \leq N, k \neq 1$, remain invariant. By Proposition 1 we know that

$$\delta_C(-\theta; a_1, a_2, \ldots, a_N) > \delta_C(-\theta; a_1^*, a_2, \ldots, a_N)$$

and accordingly, by taking logarithms and dividing $-\theta(<0)$ on both sides of the above equation we get

$$\xi_C(\theta; a_1, a_2, \ldots, a_N) < \xi_C(\theta; a_1^*, a_2, \ldots, a_N).$$

We next consecutively change the values of $a_2, \ldots, a_N$ to $a_2^*, \ldots, a_N^*$ and use the above arguments to show that

$$\xi_C(\theta; a_1, a_2, \ldots, a_N) < \xi_C(\theta; a_1^*, a_2^*, \ldots, a_N^*).$$

This implies that, when we use the values $\{a_1^*, a_2^*, \ldots, a_N^*\}$ of APs, the resulting EBF of the packet service process is maximized for each $\theta(>0)$ and hence queueing performance is optimized.

From Theorem 1 we see that the optimal APs are proportional to the number of idle channels and inversely proportional to the number of SUs. The intuitive explanation on Theorem 1 is as follows. The optimal AP increases in the number of idle channels. This implies that, when there are more idle channels, the network allows more SUs to access idle channels and this results in more successful packet transmissions. On the other hand, when there are very few idle channels, the network allows only few SUs to access idle channels and hence it can alleviate packet collisions.

In addition, the optimal AP decreases in the number of SUs. That is, the more SUs in the network the less AP value for each SU. By doing this, the network becomes less crowded from the channel’s viewpoint even when the number of SUs is large, and accordingly the network gets its optimal performance.

**B. Case 2: No Channel State Information**

In this case, all SUs use the unified AP, $a$, to determine whether they are active or not to access channels. To get the optimal value $a^*$ of AP in this case, we start with $\phi_k(\theta)$ defined in (6) as in subsection V-A, but again by the abuse of notation we use $\phi_k^\alpha(\theta)$ instead of $\phi_k(\theta)$. When $k = 0$, we obviously have $\phi_k^\alpha(\theta) = 1$. For $1 \leq k \leq N$, $\phi_k^\alpha(\theta)$ is given
as follows:

\[
\phi_k^a(\theta) := \mathbb{E}[e^{\theta N(t)} | N(t) = k] \\
= a \frac{k}{N} \sum_{i=0}^{M-1} \left( \frac{M-1}{i} \right) a^i (1-a)^{M-i-1} \left( \frac{N-1}{N} \right)^i e^{\theta} \\
+ 1 - a \frac{k}{N} \sum_{i=0}^{M-1} \left( \frac{M-1}{i} \right) a^i (1-a)^{M-i-1} \left( \frac{N-1}{N} \right)^i \\
= a \frac{k}{N} \left( \frac{N-1}{N} + 1 - a \right)^{M-1} e^{\theta} \\
+ 1 - a \frac{k}{N} \left( \frac{N-1}{N} + 1 - a \right)^{M-1} (e^{\theta} - 1) \\
= 1 + a \frac{k}{N} \left( 1 - \frac{1}{N} \right)^{M-1} (e^{\theta} - 1). \\
\]

\(\text{(10)}\)

In the RHS of the second equation, \(a\) is the probability that the tagged SU becomes active, \(\frac{\theta}{N}\) is the probability that the tagged SU selects an idle channel, \(\left( \frac{M-1}{i} \right) a^i (1-a)^{M-i-1}\) is the probability that there are \(i\) untagged active SUs, and \(\left( \frac{N-1}{N} \right)^i\) is the probability that all untagged active SUs do not select the same channel that the tagged SU selects.

Using \(\phi_k^a(\theta)\) in (10) and the same argument provided in subsection V-A, we prove the following theorem for the optimal value \(\alpha^*\) of the AP in this case.

**Theorem 2:** The optimal AP value satisfies \(\alpha^* = \min \left( \frac{N}{M}, 1 \right)\).

A comparison of Theorem 2 with Theorem 1 reveals the following interesting observation. In the case of no channel state information, the optimal queueing performance can be achieved when the tagged SU acts as if all channels were idle. Further, we prove the following theorem which shows the equivalence between the optimal channel access policies for the two extreme cases, when the number of channels is less than or equal to the number of SUs, i.e., \(N \leq M\).

**Theorem 3:** For \(N \leq M\), the optimal channel access policy for the case of no channel state information is equivalent to the optimal channel access policy for the case of full channel state information from the queueing performance point of view.

**Proof:** To prove our theorem, we consider \(\phi_k^{full}(\theta)\) in (9) and \(\phi_k^{no\alpha}(\theta)\) in (10). When \(k = 0\),

\(\phi_0^{full}(\theta) = 1 = \phi_0^{no\alpha}(\theta).\)

When \(1 \leq k \leq N\), since \(N \leq M\), the optimal APs in the case of full information are given by \(a_k^* = \frac{k}{M}\). By substituting \(a_k^*\) for \(a_k\) in \(\phi_k^{full}(\theta)\), we get from (9) that

\[
\phi_k^{full}(\theta) \bigg|_{a_k=a_k^*} = 1 + \frac{k}{M} \left( 1 - \frac{1}{M} \right)^{M-1} (e^{\theta} - 1).
\]

Similarly, since the optimal AP in the case of no information is given by \(\alpha^* = \frac{N}{M}\), we get from (10) that

\[
\phi_k^{no\alpha}(\theta) \bigg|_{a_k=\alpha^*} = 1 + \frac{k}{M} \left( 1 - \frac{1}{M} \right)^{M-1} (e^{\theta} - 1).
\]

Therefore

\[
\phi_k^{full}(\theta) \bigg|_{a_k=a_k^*} = \phi_k^{no\alpha}(\theta) \bigg|_{a_k=\alpha^*}.
\]

The respective elements of the matrix \(C(\theta)\) defined in (8) for both cases of full and no information are identical, and accordingly the resulting PF eigenvalues in (7) for both cases of full and no information are the same. That is, the EBFs of the packet service processes are identical for both cases. This shows the equivalence between the optimal channel access policies of both cases of full and no channel state information.

Hence, if we combine Theorem 2 and Theorem 3 together, we conclude that the optimal queueing performance can be still achieved if all SUs acts optimistically (i.e., as if all channels were idle), even when they have no information on channel state and \(N \leq M\).

**VI. Generalization for Heterogeneous Channels**

Up to now we assume that all wireless channels are homogeneous with the same state transition probability matrix \(Q\) given in section III-A. In this section, we consider the heterogeneous case; i.e. for wireless channel \(i\), its channel state process \(s_i(t)\) is modeled by a DTMC with state space \(\{0, 1\}\) and the transition probability matrix

\[
Q_i := \begin{pmatrix}
1 - p_i & p_i \\
p_i & 1 - p_i
\end{pmatrix},
\]

where \(p_i\) is the state transition probability of channel \(i\) from state 0 to state 1 and \(q_i\) is the state transition probability of channel \(i\) from state 1 to state 0.

Next, let \(S(t)\) be the channel state process, that is,

\[
S(t) := (s_1(t), s_2(t), \cdots, s_N(t)).
\]

We assume that all \(s_i(t), 1 \leq i \leq N\) are independent Markov chains, so that \(S(t)\) is also a Markov chain with state space

\[
S := \{ (i_1, \cdots, i_N) : i_k = 0 \text{ or } 1, 1 \leq k \leq N \}
\]

and transition probability matrix

\[
R_T := Q_1 \otimes Q_2 \otimes \cdots \otimes Q_N
\]

where \(\otimes\) denotes the Kronecker product. Note that there are \(|S| = 2^N\) states in \(S\).

For the channel state process \(S(t) = (s_1(t), s_2(t), \cdots, s_N(t))\) at slot \(t\), define

\[
N(t) := \sum_{k=1}^{N} s_k(t).
\]

Then, \(N(t)\) denotes the number of idle channels at slot \(t\).

In what follows we first consider the extreme case where all SUs have full channel state information and analyze the queueing performance of the tagged SU under heterogeneous channels.

As in Section IV we analyze the queueing performance of the tagged SU by first deriving the EBF of the packet service process of the tagged SU. Observing the transition probability matrix of \(R_T\) in this case, the EBF of the packet service process of the tagged SU is given by

\[
\xi_C(\theta) = -\frac{\log \delta_C(-\theta)}{\theta},
\]
where \( \delta_C(\theta) \) is the Perron-Frobenius (PF) eigenvalue of the matrix \( C(\theta) = \phi(\theta)R_T \), and \( \phi(\theta) \) is a diagonal matrix whose element corresponding to state \((i_1, i_2, \ldots, i_N)\) is given by
\[
E[e^{\theta c_N(S(t))} | S(t) = (i_1, i_2, \ldots, i_N)].
\] (11)

Note that (11) does not directly depend on the channel state process \( S(t) \) but directly depend on \( N(t) \) because the total number of idle channels determines the service process \( c_N(t) \) of the tagged SU at slot \( t \). Furthermore, from the proof of Theorem 1 we see that the optimal APs are obtained when each diagonal element with \(-\theta\), i.e., \( E[e^{-\theta c_N(S(t))} | S(t) = (i_1, i_2, \ldots, i_N)] \) is minimized. Therefore, we obtain the following theorem for heterogeneous wireless channels.

**Theorem 4:** When all SUs know the channel state process \( S(t) = (s_1(t), \ldots, s_N(t)) \), the optimal value of AP, denoted by \( a^*_{\text{full}}(t) \), at slot \( t \) is given by
\[
a^*_{\text{full}}(t) = \min \left( \frac{\sum_{k=3}^N s_k(t)}{M}, 1 \right).
\]

**Proof:** The theorem immediately follows from the same argument as in the proof of Theorem 1.

When we consider the other extreme case where all SUs have no channel state information, using a similar argument as given above, we can prove the following theorem.

**Theorem 5:** When all SUs have no information on the channel state process \( S(t) = (s_1(t), \ldots, s_N(t)) \), the optimal value of AP, denoted by \( a^*_{\text{no}}(t) \), at slot \( t \) is given by
\[
a^*_{\text{no}}(t) = \min \left( \frac{N}{M}, 1 \right).
\]

**VII. NUMERICAL RESULTS AND DISCUSSIONS**

In this section we provide some numerical results to validate our analysis and investigate queueing performance behavior. We consider a cognitive radio network with 5 wireless channels and 7 SUs. The state transition probabilities of each wireless channel are given by \( p = 0.75 \) and \( q = 0.35 \) otherwise mentioned. Since the optimal channel access policies of two extreme cases are equivalent when \( N \leq M \), we mostly consider the case of full channel state information. We later discuss queueing performances for optimal channel access policies of two extreme cases when \( N > M \) in Subsection VII-C.

**A. Analysis Validation**

In this subsection, we consider the case of full information on idle channels as previously mentioned.

We first show the validity of our analysis based on the effective bandwidth theory. For this purpose, we use Matlab to simulate the cognitive radio network and obtain the queueing performance of the tagged SU. Two examples are considered: first with APs \( \{a_1, a_2, a_3, a_4, a_5\} = \{0.8, 0.75, 0.5, 0.45, 0.3\} \) and second with the optimal APs \( \{a^*_k\} \). The packet arrival process is assumed to be the Poisson process with arrival rate 0.15.\(^1\) The tail probability \( P\{q(\infty) > x\} \) is then obtained by averaging over the results from 3 simulation runs, each of which is performed for \( 10^5 \) slots. The simulation results when we use the given APs (the optimal APs, resp.) are plotted in Fig. 2(a) (Fig. 2(b), resp.). We also plot the tail probabilities \( P\{q(\infty) > x\} \) in (3) for both examples in the figures. As seen in the figures, we see that our analytic results are well matched with simulation results.

We next check the optimality of queueing performance for the optimal APs given in Theorem 1. To demonstrate the validity of Theorem 1, we vary the value of \( a_3 \) from 0.6 to 0.2 while the other APs \( a_1, a_2, a_4 \) and \( a_5 \) are invariant and equal to \( \{a_1, a_2, a_4, a_5\} = \{0.8, 0.75, 0.45, 0.3\} \). Note that the optimal value \( a^*_3 = 3/7 \) by Theorem 1. The resulting EBFs of the packet service processes and the corresponding tail probabilities \( P\{q(\infty) > x\} \) in (3) are plotted in Fig. 3(a) and Fig. 3(b), respectively. To obtain the tail probabilities we assume that the

\(^1\)The unit of the arrival rate is packets/slot in this section.
arrival process is the Poisson process with arrival rate 0.15. As seen in the figures, starting from $a_3 = 0.6$, the EBF of the packet service process increases until $a_3$ becomes $a_3^* = 3/7$ and then decreases, as do the corresponding tail probabilities. The same behavior in queueing performance is observed when we change the other APs. As a reference, we also plot the EBF of the packet service process in this case. We plot in Fig. 4 the tail probabilities $P\{q(\infty) > x\}$ in (3) when we change the value of AP $a$ from 0.5 to 0.9. As seen in the figure, when the optimal value $a^* = 5/7$ is used, the queueing performance becomes optimal, which validates our analytic result in Theorem 2.

Finally, we validate the relation between optimal channel access policies of two extreme cases as captured in Theorem 3, via simulation. A Poisson process with arrival rate 0.17 is used as the packet arrival process in this case. We plot in Fig. 4 the tail probabilities $P\{q(\infty) > x\}$ in (3) when we change the value of AP $a$ from 0.5 to 0.9. As seen in the figure, when the optimal value $a^* = 5/7$ is used, the queueing performance becomes optimal, which validates our analytic result in Theorem 2.

The optimality of queueing performance for the optimal AP can be more clearly demonstrated if we consider the case of no channel state information because the case of no channel state information has a single unified AP $a$. When we consider
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Fig. 7. The queueing performance vs. \( \pi_1 \) \((p = 0.75, N = 5, M = 7)\)

Fig. 6. The queueing performance vs. \( p \) \((\pi_1 = 0.7, N = 5, M = 7)\)

Note that, for given values of \( \pi \) and \( q \), we

using effective bandwidth theory.

Due to the close correspondence of the simulation and analytic results, we henceforth only use eq. (3) to plot tail probabilities to investigate queueing performance of our optimal channel access policies.

B. Queuing Performance of The Optimal Channel Access Policy for \( N \leq M \)

In this subsection we investigate the effect of the channel state transition probabilities \( p \) and \( q \) on queueing performance. To this end, we fix the value of \( \pi_1 \), the probability that a wireless channel is idle in the steady state, given in eq. (1). Note that, for given values of \( p \) and \( \pi_1 \), the value of \( q \) is computed as \( q = \frac{1-\pi_1}{\pi_1} p \). In the numerical study, we use \( \pi_1 = 0.7 \), and change the value of \( p \) from 0.75 to 0.35. We plot the resulting tail probabilities in Fig. 6 where we use the Poisson process with rate 0.17 as the packet arrival process. Note that both transition probabilities \( p \) and \( q \) determine the correlation in the wireless channel state process. As seen in the figure, the correlation in the channel state affects the queueing performance even when the value of \( \pi_1 \) (or the stationary probabilities of each wireless channel) is fixed. However, the figure shows that the effect of \( p \) and \( q \) does not exert a significant effect on queueing performance. This can be explained as follows: in our scheme, SUs observe and occupy idle channels via independent observations and stochastic channel accesses, which decreases the impact of correlation in the underlying channel state process on queueing performance.

To investigate the effect of the stationary probability \( \pi_1 \) on queueing performance, we change the value of \( \pi_1 \) from 0.5 to 0.7 for fixed \( p = 0.75 \). We plot the resulting tail probabilities in Fig. 7 where we use the Poisson process with arrival rate 0.125 as the packet arrival process. As seen in the figure, the value of \( \pi_1 \) affects queueing performance significantly. In addition, with a comparison between Figs. 6 and 7 we conclude that the stationary probability \( \pi_1 \) is more important than individual channel state transition probabilities \( p \) and \( q \) from the queueing performance viewpoint.

C. Queuing Performance of The Optimal Channel Access Policy for \( N > M \)

We now investigate queueing performances of optimal channel access policies of two extreme cases when \( N > M \). For this purpose the Poisson arrival rate is assumed to be 0.2. We fix \( M = 7 \), change \( N \) from 8 to 10, and plot the resulting tail probabilities in Fig. 8. We see from the figure that, when \( N > M \) the knowledge on the channel information is beneficial to SUs; clearly (and as expected), the queueing performance for the case of full information is better than that for the case of no information. Furthermore, we see that the difference between queueing performances for two extreme
cases becomes more significant as the number of channels increases. Thes results for $N > M$ are quite different from the results for $N \leq M$ and are worth bearing in mind when we design a channel access policy in a cognitive radio network.

**D. Sensitivity to The Number of SUs**

From our analysis, it is evident that (accurate) knowledge on the number of SUs in the cognitive radio network is needed to compute the optimal queueing performance. However, estimation of the number of SUs is not easy in practice. It is hence important to check the sensitivity of queueing performance to the estimation error in the number of SUs in the network. To this end, we assume that there exists an estimation algorithm for the number of SUs in the network, that yields the estimate $M_e$. This estimate $M_e$ is used to get the optimal APs instead of the true value $M$.

As before, the packet arrival process is Poisson with rate 0.12. The results are plotted in Fig. 9(a) for the case of full channel state information. It is shown in the figure that queueing performance degradation occurs when the tagged SU makes an estimation error in the number $M$ of SUs in the network. In fact, when the value of $M_e(= 7)$ is underestimated such as $M_e = 4$, 5, and 6, performance degradation is significant. In contrast, when the value of $M$ is overestimated such as $M_e = 8$ and 9, performance degradation is relatively not significant.

We next consider the case of no information on idle channels. Here we use the same packet arrival process, i.e., Poisson with rate 0.12. The results in Fig. 9(b) show similar results to the case of full channel state information. However, by comparing Figs. 9(a) and 9(b), we see that the impact of estimation error is more significant in the case of full information than in the case of no information. Hence, even though the optimal channel access policies with full and no information on idle channels are identical as given in Theorem 3, their practical performance could be different due to the different sensitivities in the estimation of $M$.

**E. Performance Comparison**

We compare our optimal channel access policy with the channel access policy based on the $r$-persistent CSMA, e.g., [4]. From queuing performance perspective, the main difference between these two policies is that in the latter, each SU contends for idle channels at each slot; the winner uses all idle channels to transmits its packets as in [4]. In contrast, each SU randomly selects one of the available idle channels in our policy. Due to the above, we call the latter policy the WTA (Winner Takes All) CSMA.

The WTA CSMA considered here is given as follows. There are $N$ channels and $M$ SUs in the network. Each SU uses the $r$-persistent CSMA to reserve idle channels at each slot. For this, each SU transmits a reservation packet with probability.
At each slot, independently of all other SUs. If there are two or more SUs simultaneously transmitting reservation packets at a slot, then all reservation packets collide and consequently no SUs can reserve idle channels. On the other hand, if there is only one SU transmitting a reservation packet at a slot, then the SU becomes the winner and reserves all idle channels at the slot. If there are $k$ idle channels at the slot, the winning SU transmits $k$ packets in the WTA CSMA.

Assuming that all untagged SUs are saturated as in Section V, the probability that the tagged SU is the winner in the WTA CSMA equals $r(1 - r)^{M-1}$. To optimize the queuing performance, this probability should be maximized, which occurs when $r^* = 1/M$.

We use $r = 1/M$ and simulate the WTS CSMA when $N = 5$ and $M = 7$. For the tagged SU, the Poisson arrival process with arrival rate 0.17 is used in the simulation. We also simulated our optimal channel access policy for the case of no channel state information. The results are plotted in Fig. 10. Interestingly, our optimal channel access policy outperforms the WTA CSMA. This implies that the queuing performance can be improved when the idle channels are distributed among multiple SUs as in our channel access policy.

**F. Relation of Our Access Policy to IEEE 802.11 DCF**

We close this paper with a discussion on how our optimal channel access policy is related to the IEEE 802.11 Distributed Coordination Function (DCF). In the IEEE 802.11 DCF, each user having a packet to transmit senses channel state continually for a DIFS interval and uses an exponential backoff scheme to access the wireless channel [27]. Each user waits until its backoff timer value counts down to 0 before it transmits. The transmission frequency of each user (analogous to the probability that a user transmits in a slot in our model) is denoted by $\tau$ in [27]. It is known that the probability $\tau$ should be set to be inversely proportional to the number of users in the network to achieve maximum network throughput.

Our channel access policy shares similar features with DCF in the following sense: each SU has to wait to transmit a packet, by first becoming active, which is stochastically controlled by the APs. The APs in our policy corresponds to the access probability $\tau$ in Bianchi’s model for DCF. Our results exhibit the same dependence, i.e. the optimal APs is inversely proportional to $M$, the number of contending SUs, for the two information regimes assumed. Further, our result is a generalization of Bianchi’s in the sense that we consider availability of multiple (idle) channels simultaneously; as expected, the optimal APs are proportional to $k$, the number of available (idle) channels.

**VIII. CONCLUSIONS**

In this paper we considered two extreme cases - the case of full information on idle channels and the case of no information on idle channels. To obtain the optimal access probabilities for two extreme cases, we analyzed the optimal access performance of an arbitrary secondary user with the help of the effective bandwidth theory. Throughout our analysis we showed how to design the optimal channel access policies for two extreme cases and an equivalent relation between the optimal channel access policies of two extreme cases. We analyzed a homogeneous channel model, but later extended our analysis to a heterogeneous channel model. Our numerical results showed that our analytic results are valid. In addition, we investigated the effects of system parameters such as channel state transition probabilities, the number of channels, and the number of secondary users on the queuing performance of an arbitrary secondary user.
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